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Abstract

A variety of different network techndogies and topdogies are arrently being
evaluated as part of the Whitney Project. This paper reports onthe implementation
and performanceof aFast Ethernet network configured in a4x4 2D torustopdogy
in atestbed cluster of “commodity” Pentium Pro PCs. Several benchmarks were
used for performance evaluation: an MPI point to pdnt message passing bench-
mark, an MPI collective ommunicaion kenchmark, andthe NAS Parallel Bench-
marksversion 22 (NPB2). Our results show that for point to pant communication
onan urloaded network, the huband 1 hoproutes onthe torus have @ou the same
bandwidth and latency. However, the bandwidth deaeases and the latency
increases on the torus for ead additional route hop. Collective communication
benchmarks $ow that the torus provides rougHy four times more aygregate band-
width and eight times faster MPI barrier synchronizaions than a hub kased ret-
work for 16 processor systems. Finally, the NPB2 benchmarks, which simulate
real-world CFD appli cations, generally demonstrated substantially better perfor-
mance on the torus than onthe hub. In the few cases the hubwas faster, the differ-
encewas negligible. In total, our experimental results lead to the conclusion that
for Fast Ethernet networks, the torus topdogy hes better performance and scades
better than ahub kased network.

1. Work performed under NASA Contract NAS 2-14303



1.0 Introduction

Recent advances in “commodity” computer techndogy have brougtt the
performance of personal computers close to that of workstations. In addition,
advancesin “off-the-shelf” networking techndogy have made it passble to
designaparal e system made purely of commodity comporents, at afradion o
the st of MPPor workstation comporents. The Whitney projed, being
performed at NASA Ames Reseach Center, attempts to integrate these
comporentsin order to provide a @st effective parall € testbed.

One of the key comporents of Whitney is the means of interconrneding the
processors. There are many custom, semi-custom, and commodity techndogies
available for networking. These include Ethernet, Fast Ethernet, Gigabit
Ethernet, Myrinet, HiPA, FDDI, SCI, etc. The most attradive of these dhoices,
however, is currently Fast Ethernet, due to its good @rformance and extremely
low cost.

Combining alarge number of systemsinto ahigh performance parallel computer
requires the creful seledion d both network techndogy and topdogy. The
Whitney project is currently evaluating dfferent network techndogies and
topdogiesin atestbed cluster of “commodity” Intel Pentium Pro PCs. This
paper will report onthe implementation and performance of Fast Ethernet, both
in asingle hubandin a4x4 routed 2D torus® topdogy.

The remainder of this paper is organized as follows. Sedion 2will provide the
configuration detail sfor the networks we tested. In sedion 3 the acual hardware
configuration of the testbed system will be discussed. Section 4 presents the
results of the experiments. Finally, sedion 5presentsfina conclusions along
with dredionsfor further reseach.

2.0 Network Configuration

Fast Ethernet [le€95] is aten timesfaster version d the original Ethernet
standard. The increase of the bit rateto 100milli on kits per second (Mbps) and
modifications to the physicd layer of the Ethernet standard are the only major
changes. This has greatly helped manufacturersin bringing products to market
quickly and also hes created alarge consumer market because of Ethernet's
familiarity. As aresult, the price of Fast Ethernet equipment has fallen
dramaticdly sinceitsintroduction. A typicd PCI Fast Ethernet adapter costs
$50-$80, and huts cost approximately $75 per port. In addition, becaise the
most common physicd layer for Fast Ethernet (i.e., 100keseTX) utili zes
inexpensive cabling techndogy, category 5 unshielded twisted pair (UTP),
wiring costs are also very low.

2. For the purpaoses of this paper, the 4x4 routed 2D torus tested will often simply be referred to as atorus.



2.1 Connection Options

To buld aFast Ethernet network, machines must be d@tadhed using either a hub,
switch, or “crossover” cable. Inahuh al systems dhare asing e broadcast
network, so orly one hast can send and ore or more hasts may recave a onetime.
When more than ore host attempts to use the network at the sametime, a
“collison” ocaurs. The systems then retry their messages usinga*“carrier sense
media access with collision detection” (CSMA/CD) agorithm with exporential
backoff. This mechanism for handing shared network aacessis commonto all
Ethernet based systems. This means that in a hub conrected system the maximum
bisedion bandwidth islimited to 10Mbps (12.5 MBytes/sec), andis often lower
when more than ore host is contending for access, regardless of the number of
nodes in the network. While thisis hardly adequete for a parallel system, we
performed measurements on this configuration to see how it would perform.

To increase the bisedion bandwidth of the system, one must increase the number
of smultaneous conredions possible and“bre&” the ethernet into multiple
segments. This can be dore either with an Ethernet switch or by adding TCP/IP
routers. The advantage of Ethernet switchingisthat there still appearsto be a
single Ethernet network, though it will now suppat multi ple smultaneous senders
andrecavers. In addition, some Ethernet switches allow nodes to operate in “Full
dudex” mode where they simultaneously send and recave data. Thisis espeaally
useful for adknowledgment and flow control padkets that must flow from a
receiver to a sender. The disadvantage, however, isthat Ethernet switches are
expensive, $300-$700 per port, andthey do nd scde past 100200 noas. Further,
switches do have alimited bisedion bandwidth, thoughthey can typicaly deliver
1-2Ghps of aggregate bandwidth.

A secondchoice, however, isto uilize TCP/IP based routing where either some or
all nodes forward padets between subnets. This heme increases the aygregate
bandwidth of the network withou purchasing additional switching herdware (the
nodes are the switches). In addition, if nodes are atadied drectly using
“crosover” cables rather than huls, full dugex operationis possible. However,
router nodes must have more than ore Ethernet card, nodes must spend CPU time
forwarding padkets between ather nodes, and the performance of TCP/IP routing
isusualy lower than that of Ethernet switches.

In this paper we dhose to test bath a hub conreded system and arouted topdogy.
Thetopdogywe those, a2D torus, requires al nodesto perform routing. Further,
because links are implemented with crossover cables (i.e., the network does not
include any huls), all conrections can operate in full dugex mode.

The 2D torus was chosen for two reasons. Thefirst ressonwas dability, amesh
or torus network can be expanded to any size system by increasing either one or
more dimension. Thisis particularly important becaise the planned sizefor
Whitney is 400-500 nodes. In addition, by increasing bah dmensions nat only is
the size of the mesh increased, but also the bisedion bandwidth. The only
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limitationisthat as the size increases, so dces the diameter of the network. We
chose to minimize this effect by kegping the mesh square and providing the
wraparoundconredions.

The secondreason for chocsing a 2D torus was for physical and cost reasons.
The nodes we used in the experiments had only 5 PCI slots. Utili zing single port
Ethernet cards, this means that no more than 5 other systems may be attached to
each nock. Whilethere aetwo and 4 pat Ethernet cards, the per port cost is 2-4
times the st of singe port cards. Because we wanted an arbitrarily scdable
network, we could nat use ahypercube (we ould orly haveupto 2°, 32, nodes),
and we would nead 6links for a 3D mesh/torus.

2.2 Torus Network

Figure 1 illustrates the 2D torus configuration. Each o the sixteen nodes was
diredly linked to its four neaest-neighbasvia al00Mbs bidiredional Fast
Ethernet conrection. Thus, the torus was partitioned into thirty-two dstinct
TCP/IP subnetworks.

Vertical Wraparound Links
(e.g. Node 1 to Node 13)

AN

Horizontal Wraparound Links
(e.g. Node 1 to Node

FIGURE 1. 16 node 2D torus network configuration

Links between neighba interfaces (for the torus configuration) used standard
category 5 unshielded twisted pair wiring that was crossed over (null modem).
The wiring was tested and certified for 100 Mbs operation to ensure good
conrections. All li nks were dired so nodedicated huls, routers, repeaters,
switches, or other devices were used in the torus.

In addition to the topdogy depicted in Figure 1, an additional node was
conrected to afifth network interfacein noce 1. It's mgor functions were to
serve as a front-endfor starting jobs on the cluster and to work as an NFS server
for the processng noaes. Shared disk 1/0, whileimportant in a production
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system, was nat asignificant fador in any o the benchmarks which were used in
this paper. Thefinal Whitney system will have a parall €l file system
implemented aaoss multiple 1/0 nodes.

2.2.1 Hub

For the hubexperiments, al nodes were dtaded to two “stadked” Bay Networks
Netgear FE 516 Hubs. By stadkingthetwo 16 port hubsthey ad like asingle 32-
port hub. Each nock had orly asingle Ethernet card and all nodes plus the front
endwereonasingle TCP/IP subret.

3.0 The Whitney Prototype

3.1 Hardware

The Whitney prototype consisted of 30 rodes (though orly 16 were used in these
experiments) with the following hardware:

 Intel Pentium Pro 200MHZz/256&K cade

« ASUSP/I -P65UP5 motherboard, Natoma Chipset

+ ASUSP6ND CPU board

« 128MB 60rs DRAM memory

« 2.5 GB Western Digital AC2250 fard drive

. 4 Cogent/AdaptecANA-6911/TX ethernet cards®

« Trident ISA graphics card (used for diagnastic purposes only)

For this paper, we those to concentrate ona TCP/IP routed network of systems.
In addition we also performed experiments where all nodes were dtadhed to a
single Hub. Subsequent research will evaluate the cost/performance trade-offs of
Ethernet switching aswell as hybrid network schemes.

3.2 Software

Red Hat Linux 41 (RHL) wasinstalled on each of the processing nods. The
kernel included with RHL, version 20.27, was replaced with the newest version
a thetime - 2.0.30. The kernel was compiled with ip forwarding turned onso
that the routing medhanism of Linux could be used. Both the de4x5 vQ5 and the
tulip v0.76 Ethernet drivers were tested. The de4x5 diver was used initially and
exhibited some inconsistent performance characteristics. The final torus configu-
ration onwhich all benchmarks were run wsed the tulip development driver.

A script exeauted at boa-time @nfigured the Ethernet interfaces in each nock.
Another program set up the routing tables on ead noce with static routesto non

3. Node 1 contained an additional ethernet card. The additional card was connected to the front-end nade.
4. Red Hat Linuxis available from http://www.redhat.com.
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locd subretsusing an X-Y routing scheme. Padkets addressed to norrneighbor
nodes were forwarded throughthe gpropriate interfacetowards their destina-
tion. The shortest-hop dstance was maintained in all cases.

The MPI message passing system [Mes94] was used for communication between
processors. MPICH (version 11.0) [GrL96] was the specific MPI implementa-
tion uili zed. It was built using the P4 device layer, so al communicationwas
performed ontop d TCP sockets. Programs were started onthe mesh by the
mpirun program [Fin95 which resided onthe front-end. mpirun takes the name
of the program and the number of processing nods to use and then remotely
spawns the gopropriate processes on the mesh. All of the benchmarks mentioned
in thisreport used MPI for communication.

4.0 Performance

The first bechmark run onthe torus measured the message latency and band-
width of point to pant links. It was useful for evaluating the performance degra-
dation d the different route distances in the torus. The second kenchmark
measured the performance of colledive ommunicaion. Finally, the NAS Raral-
lel Benchmarksversion 22 were run. These ae aset of benchmarks that approx-
imate the MPI performance of aparallel architedure on“red world” tasks (i.e.,
CFD codes).

4.1 Point to point message passing

To measure point-to-point message passing performance, aMPI ping-pong
benchmark was utili zed. This benchmark simply sent a message of afixed size
from one node to ancther than back. Thetime for this operation was then dvided
by two to get the time to send a message one way. The message sizewas varied
from 1 byteto 1 Mbyte, and al experiments were repeaed 20times. Figure 2

ill ustrates the point to pdant message send/recave time from node 1 to each of
the other nodesin the torus configuration. As can be seen from this graph, the
message passing performancedelineatesitself in to 4 categories. These 4
categories represent the number of hops each noceisfrom node 1. Therefore, the
lowest transmissiontime isfrom node 1 to itsadjacent neighbas, 2, 4,5, and 13
The second caegory is nodes that must be ommunicated to through no@ 1's
neighbas (they are 2 hos away), i.e., 3, 6, 8, 9, 14, and 16 The third caegory
arenodes 3 hogs away, i.e, 7, 10, 12, and 15, and the final category isnodes 4
hops away for which thereis only one, node 11. Similar performance arves can
be generated for any ather node pair, with similar results based on the nodes
distance

Figure 3 depicts the message passing time for the hub configuration. Here only a
singelineis shown because all nodes are of equal distance. Therefore, the
performanceis similar to the nearest neighbasin Figure 2.
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4.1.1 Latency

To determine the latency of message passing Figures 4 and 5 depict the message

Latency on a Torus

w12
500
m1-3
450 . x 1-4
400 + * 0 15
Em =
350 +1-6
7 300 lo @ S 1-7
o} | e —.
3 280 Lo - L e om @ "L
o S ) "] s 3 o] u 19
E 200 Jro o B o n n n n A A 110
150 |
1-11
100 + 112
50 1 1-13
0 : : : : : : : : : : : : : : 1-14
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 |, 115
Message Size 1-16
FIGURE 4. Transmission time for small messages on a torus
Latency on a Hub
500
450 +
400 + o
350 +
g 3007 .o
S 250 |
£ 200 |
= AN . . . . . ¢ ¢
150 +
100 +
50 +
0 } } } } }
0 50 100 150 200 250 300

Message Size (bytes)

FIGURE 5. Transmission time for small messages on a hub

passing time for small messages. As you can seefrom these graphs, latency for a
single hop onthe torus or for the hub are abou 175usecs. Then, each hoponthe



torus adds abou 40 psecs, so thelatency for 2 hogsis215usecs, 3 hosis 255
psecs, and 4hopsis 295 psecs.

4.1.2 Bandwidth

MPI Bandwidth vs. message sizeis siown in Figures 6 and 7. As can be seen

Bandwidth vs. Message Size for a Torus
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FIGURE 6. Bandwidth performance of the torus topology

from these graphs, Ethernet bandwidth is quite eratic. However, some patterns
can be seen. As expected, bandwidth for small message sizesislow, buildingto a
sustained bandwidth of approximately 8-8.5 MB/sec for one hop onthe torus or
onthe hub. For nodes more than ore hopaway onthetorus, the bandwidth drops
abou 1.5 MB/sec per hop(8.5 MB/sec, 7 MB/sec, 5.5 MB/sec, 4 MB/sec). Also,
naote that the bandwidth reaches peek performance & an 8K message size then it
drops down and starts to buil d to peek slowly as message size gproaches 1 MB.
Thisanomaly islikely due to either the Ethernet or TCP packet size

4.2 Collective Communication

To measure the performance of collective ommunicaion, aMPI broadcast
benchmark was utili zed. The benchmark measured the time required to broad-
cast amessage to a given set of nodes and perform a MPI barrier synchroniza
tion. Message sizes used for the broadcast were varied between 1and 32768
bytesin 2*n steps. Each message size was broadcast 20 times.
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4.2.1 Bandwidth

The aggregate bandwidth of the Torus for coll edive communication is depicted
in Figure 8. Our experiments $ow that for message sizes below 1024 byes the
aggregate bandwidth is very poa. Both the Ethernet frame size andthe TCP
packet sizecould be possible caisesfor this. Above the 1024 bye threshold, per-
formance becomes much closer to expeded levels. The maximum aggregate
bandwidth was observed to be éou 43 MB/sfor the 4096 bye message size
Whil e the theoreticd maximum aggregate bandwidth of the torus shoud be 400
MB/s, this does amost read the maximum bisedion bandwidth (50MB/s). Fur-
ther, it is quite good gven the cost of software routing, processor overheal,
TCP/IP overhead, etc. In general, the aggregate bandwidth increases as the num-
ber of nodesincreasesfor agiven message size The exceptions are probably due
to inconsistencies in routing latency and retwork contention.

The collective mmmunicaion bandwidth for the hubis shown in Figure 9. The
cut-off for good @rformanceis gill at about 1024 byes, however performance
isn't as poa below this szeaswas sen in the torus. Aggregate bandwidth
increases regularly as the number of nodes increases for messages up to 512
bytes. Ascan be seen, performanceisvery irregular for larger message sizes and
the maximum aggregate bandwidth is abou 9MB/s. Both the irregular
performance and the low maximum bandwidth are probably aresult of colli sions
on the shared 100Mb/s network.
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4.2.2 Barrier Synchronization Time

A comparison ketween the hubandtorus barrier synchronizationtimeis siown
in Figure 10. Clealy, the torus provides significantly faster barrier synchroniza

Barrier Sync Time vs. Number of Processors
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FIGURE 10. Comparison of barrier synchronization timefor the hub and
torus

tion than the hubas the number of processorsincreases. Also, the hub perfor-
mance is much more inconsistent. This may provide an explanation for the hulbs
sporadic aggregate bandwidth performance (Figure 9).

4.3 The NAS Parallel Benchmarks

Computational Fluid Dynamics (CFD) is one of the primary fields of reseach
that has driven modern supercomputers. Thistedhnique is used for aerodyramic
simulation, weather modeling, aswell as other applicaionswhereit is neaessary
to model fluid flows. CFD applications involve the numerical solution d non
linea partial differential equationsin two or threespacial dimensions. The gov-
erning dfferential equations representing the physicd laws governing fluidsin
motion are referred to as the Navier-Stokes equations. The NAS Rarallel Bench-
marks [BaB91] consist of a set of five kernels, less complex problems intended
to highlight speafic areas of madine performance, and three application kench-
marks. The goplication benchmarks are iterative partial differential equation
solversthat are typical of CFD codes.

In this section, we show results for the NPB 2.2 codes [BaH95] which are MPI
implementations of the NAS Parall el Benchmarks. The NPB 2.2 benchmark set
includes codes for the three goplication benchmarks, BT, SP, andLU. It also
includes codefor 4 of thefive original kernel benchmarks, EP, FT, MG, and IS (it
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FIGURE 11. Comparison between hub and torus topologiesfor BT
benchmark

SP Benchmark - Total MFLOPS
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FIGURE 12. Comparison between hub and torus topologies for SP
benchmark

does nat include CG). Full results for these codes are shown in the appendix of
this paper. Benchmarks were compil ed with the Portland Groug s Fortran 77
compiler, pgf77, using the options: -O -Knoieee -Munroll -Mdalign

-tp p6 . These benchmarks were runfor all valid sizes that would fit onthe
available nodes, Thisincluded 1, 2, 4, 8, and 16 pocessorsfor LU, FT, MG, and
| S because they required processor courts that were a power of two. BT and SP,
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LU Benchmark - Total MFLOPS
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FIGURE 13. Comparison between hub and torus topologiesfor LU
benchmark

however, required sizes that were perfect squares, so they were runfor 1, 4, 9,
and 16processors. Note that in the gopendix single processor times are only
shown for the hub, thoughthey shoud be the same for the torus sncethe
network is not used. In addition, we measured performance of the torus for bath
for 4 processorsinarow (nodes 1, 2, 3, and 4 of Figure 1) and for a2x2 layout
(i.e, nodes, 2,5, and 6onFigure 1). Thismade aminor differencein
performance, however it may be important on larger systems.

In Figures 11, 12, and 13the performance of the threeNAS applicaion
benchmarks on ahuband torus is compared. Thefirst thing youwill noticefrom
the graphsisthat in many cases the hub daes not perform as poaly as one might
expect, particularly for the Class A benchmarks. In most cases the performance
of the torus was better than the hub. In the few cases where the hubwas better,
the differencewas negligible. Also, as expected, differences between the huband
mesh increase as the number of processorsincreases, due to contention onthe
hub.

Of the applicaion kenchmarks, LU has the highest performance, 328 MFLOPS
for a16 pocessor huband 402MFLOPS for a 16 processor torus. Thisresult is
typicd of the measurements we have made on Ethernet networks, i.e., LU’S
network characteristics sem to match nicdy with Ethernet. BT also performs
well, 282 MFLOPS for the huband 323MFLOPSfor the torus, thoudhit is
significantly dower than LU. SPperforms the worst, with less than half of the
performance of LU. Thiswould indicate that whil e some algorithms do match
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well to the performance daraderistics of Ethernet, others perform significantly
worse.

Similar differences can be seen in the kernel benchmark results aswell. IS
performs particularly poaly onEthernet. EP aso performs poaly in an absolute
sense, but scales well, so its performance lossis likely due to the compil ers or
libraries avail able on ou system. FT and MG perform reasonably, but still suffer
from communication costs, espedally onthe hub retwork.

5.0 Conclusion

Our experimental results have shown that in the Whitney testbed cluster, a Fast
Ethernet torus exhibits more desirable performance characteristics than a Fast
Ethernet hub retwork. Colledive coommunicationtests how that for a16 proces
sor system, aggregate bandwidth is more than 4 times higher onatorusthan a
hub. Furthermore, many of the NPB2 results for the torus $howed significant
performance increases over the hubas the problem size and the number of pro-
cesors were scded. No NPB2 result showed more than a negligible perfor-
mance advantage for using the hub.

Thereisalso strongevidencethat atorus will scde much more regularly than a
hub retwork for larger processor numbers. Our results have shown that

coll ective communicaion bandwidth is very sporadic onthe hubrelative to the
torus performance. Also, the MPI barrier synchronization time for the torus was
shown to scae more regularly and be much lessthan in ahubtopdogy. These
results are evidence of the huli's hared 100Mb/s bandwidth becoming
overloaded. Thefine-grained segmentation d the torus largely preventsthis
problem.

In conclusion, Fast Ethernet configured in atorus topdogy hes been shown to
have better performance and to scde better than ahub kased network. Future
studies are planned to evaluate other network techndogies and topdogiesin the
Whitney testbed cluster. Fast Ethernet switching, for example, isinteresting
because it eliminates the processing load of software routing, provides a high
degreeof network segmentation, and has the ease of use of ahub. Myrinet is
ancther promising retwork techndogy danned for evaluation. This paper
provides a useful founcition onwhich to make these future comparisons.
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Appendix: NAS Parallel Benchmark Results

Hub Torus
Benchmark | Procs | Class Time MF(total) MF/node Time MF (total) MF/node]
1 S 7.77 29.40 29.40
4 S 4.78 47.77 11.94 3.24 70.36  17.59|
2x2 | S N/A N/A N/A 3.24 7053 17.63
9 S 5.68 40.22 4.47 220 103.89 11.54
16 S 7.95 28.73 1.80 1.63 139.80 8.74
BT
1 A 7110.47 23.67 23.67
4 A 1873.15 88.84 22.46( 1872.80 89.86 22.46
2x2 | A N/A N/A N/A| 1848.78 91.02 22.76
9 A 1136.36  148.09 16.45| 1152.06 146.07 16.23
16 A 715.25 235.28 14.70 657.91 255.79 15.99|
9 B 8254.56 85.07 9.45| 4684.24 149.90 16.66
16 B 2487.79 28225 17.64| 2171.84 323.31 20.21
1 S 3.16 30.63 30.63
4 S 5.13 18.86 4,72 1.84 52.57 13.14
9 S 8.64 11.19 1.24 2.32 41.67 4.63
16 S 9.68 9.99 0.62 234 41.35 2.58
1 A 4480.75 18.97 18.97
SP 4 A 1943.83 43.73 10.93| 1360.48 62.49 15.62
2x2 A N/A N/A N/A| 1347.95 63.07 15.77
9 A 991.09 85.77 9.53 997.46 85.23 9.47
16 A 805.51 105.54 6.60 638.64 133.11 8.32
1 B ]19119.02 18.57 18.57
4 B 5272.22 67.34 16.83| 5282.08 67.21  16.80]
9 B 2992.99 118.61 13.18] 2889.41 122.87 13.65
16 B 2330.12 152.36 9.52| 1850.76 191.82 11.99|
2 S 4.00 2556 12.78 3.99 25.65 12.82
4 S 2.58 39.71 9.93 256 40.01 10.00]}
2x2 | S N/A N/A N/A 255 40.05 10.01
2 A 2058.19 57.96 28.98( 2003.39 59.55 29.77
LU 4 A 1081.56 110.30 27.58| 1058.95 112.66 28.16
2x2 | A N/A N/A N/A| 1038.78 114.84 28.71
8 A 656.14 181.82 22.73 577.39 206.61 25.83
16 A 566.64 210.53 13.16 335.69 355.37 22.21
2 B 8387.14 59.47 29.74 8249.52 60.47 30.23
4 B 4266.09 116.93 29.23
2x2 | B N/A N/A N/A| 422293 11812 29.53
8 B 2472.05 201.79 25.22| 2285.74 218.23 27.28
16 B 1520.33 328.10 20.51| 1240.17 402.22 25.14
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Hub Torus
Benchmark | Procs | Class Time MF(total) MF/node Time MF (total) MF/node]
1 S 59.94 0.56 0.56
2 S 30.00 1.12 0.56
4 S 15.05 2.23 0.56 15.08 2.23 0.56
2x2 | S N/A N/A N/A 15.09 2.22 0.56
8 S 7.55 4.45 0.56 7.54 4.45 0.56
16 S 4.53 7.40 0.46 4.00 8.38 0.52
1 A 958.95 0.56 0.56
2 A 479.50 1.12 0.56
EP 4 A 239.82 2.24 0.56 239.83 2.24 0.56
2x2 | A N/A N/A N/A 239.82 2.24 0.56
8 A 120.03 4.47 0.56 119.90 4.48 0.56
16 A 60.02 8.94 0.56 60.73 8.84 0.55
1 B 3835.95 0.56 0.56
2 B 1918.30 1.12 0.56
4 B 959.19 2.24 0.56 958.81 2.24 0.56
2x2 | B N/A N/A N/A 960.26 2.24 0.56
8 B 479.73 4.48 0.56 480.58 4.47 0.56
16 B 239.82 8.95 0.56 240.43 8.93 0.56
1 S 0.32 23.48 23.48
2 S 0.34 22.68 11.34
4 S 1.19 6.40 1.60 0.34 22.10 5.52
2x2 |1 S N/A N/A N/A 0.33 22.81 5.70
8 S 1.54 4.93 0.62 0.19 40.02 5.00
16 S 1.39 5.48 0.34 0.15 51.55 3.22
1 A 176.73 22.02 22.02
MG 4 A 54.46 71.48 17.87
2x2 | A N/A N/A N/A 52.56 74.06 18.51
8 A 35.63 109.25 13.66 9.44 13223 16.53
16 A 26.41 147.37 9.21 1752 22221 13.89]
1 B 829.01 23.48 23.48
4 B 257.67 7553 18.88
2x2 B N/A N/A N/A 248.30 78.38  19.60]
8 B 156.78 124.13 15.52 128.00 152.05 19.01
16 B 125.34 155.27 9.70 82.76 235.16 14.70]
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Hub Torus
Benchmark | Procs | Class Time MF(total) MF/node Time MF (total) MF/node]
1 S 0.20 3.27 3.27
2 S 0.30 2.17 1.09 0.34 1.92 0.96
4 S 0.37 1.76 0.44 0.45 1.44 0.36
2x2 | S N/A N/A N/A 0.37 1.75 0.44
8 S 0.67 0.97 0.12 0.12 5.56 0.69]
IS 16 S 0.70 0.94 0.06 0.18 3.68 0.23
1 A 30.94 2.71 2.71
2 A 32.37 2.59 1.30 30.85 2.72 1.36
4 A 34.13 2.46 0.61 32.00 2.62 0.66
2x2 | A N/A N/A N/A 31.88 2.63 0.66
8 A 33.95 2.47 0.31 26.46 3.17 0.40]
16 A 40.26 2.08 0.13 34.96 2.40 0.15
1 B 129.02 2.60 2.60
4 B 138.73 2.42 0.60 133.27 2.52 0.63
2x2 | B N/A N/A N/A 122.26 2.74 0.69]
8 B 132.71 2.53 0.32 94.03 3.57 0.45
16 B 133.91 2.51 0.16 83.12 4.04 0.25
1 S 6.65 26.66 26.66
2 S 5.64 31.39 15.69]
4 S 4.49 39.46 9.86 4.49 39.46 9.86
2x2 |1 S N/A N/A N/A 4.26 4154 10.39|
8 S 4.46 39.75 9.94 5.87 30.19 3.77
16 S 6.60 26.86 1.68 6.30 28.10 1.76
FT 1 A 272.32 26.21 26.21
2x2 | A N/A N/A N/A 270.98 26.34 6.58
4 A 261.86 27.25 6.81 251.00 28.43 7.11
8 A 113.37 62.95 7.87 95.57 74.67 9.33
16 A 99.80 71.51 4.47 64.31 110.98 6.94
16 B 2122.13 43.38 2,71 1922.18 47.89 2.99]
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